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Abstract

We codify previously published means of calculating exposure ages and erosion rates from
10Be and?Al concentrations in rock surfaces, and present a single complete, straightfor-
ward, and internally consistent method that represents currently accepted practices. It is
intended to enable geologists, geomorphologists, and paleoclimatologists, who wish to ap-
ply cosmogenic-nuclide exposure age or erosion rate measurements to their work, to: a)
calculate exposure ages and erosion rates using a standard method; and b) compare previ-
ously published exposure ages or erosion rates on a common basis. The method is available
online athttp://hess.ess.washington.edu/math
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1 Introduction

1.1 Goals, capabilities, and limitations of the exposure-age calculator

In this paper we describe a method for calculating surface exposure ages and ero-
sion rates from measurements of the cosmic-ray-produced radionu€ligieand

26 Al in surface rock samples, which is available online via any commonly used web
browser. This method essentially codifies previously published procedures for car-
rying out the various parts of the calculation. The importance of this contribution
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is not that we present significant improvements over previous calculation schemes,
but that we have combined them in a simple and internally consistent fashion, and
made the resulting method easily accessible via an online system, at the following
URL:

http://hess.ess.washington.edu/math

This approach is intended to enable geologists, geomorphologists, and paleocli-
matologists, who seek to use cosmogenic-nuclide exposure ages or erosion-rate
measurements in their work, to easily calculate them using a standard method. This
contribution is part of the CRONUS-Earth initiative, a multi-investigator project
funded by the U.S. National Science Foundation whose goal is to improve the ac-
curacy and usefulness of applications of cosmogenic-nuclide geochemistry to the
Earth sciences.

We are motivated to develop an online exposure age and erosion rate calculator by
the fact that the number of applications of cosmogenic-nuclide measurements, as
well as the number of papers published on the subject, is growing rapidly. These
studies are no longer being carried out exclusively by specialists in cosmogenic-
nuclide geochemistry, but by Earth scientists who wish to apply cosmogenic-nuclide
methods to broad research questions. These methods are still under development,
SO a variety of data-reduction procedures, reference nuclide production rates, and
production rate scaling schemes exist in the literature. Many of these schemes are
at least in part inconsistent with each other, and yield different results for the same
measurements of nuclide concentrations. The effect of this has been that published
exposure-age and erosion-rate data sets lack a common basis for comparison. For
example, even without regard to the absolute accuracy of any of the exposure-age
calculation methods relative to the true calendar year time scale, the variety of in-
consistent calculation schemes makes it difficult even to compare the results of any
two exposure-dating studies. This, in turn, is a serious obstacle for paleoclimate re-
search or any other broader research task which relies on synthesizing the results of
many studies. We seek to address this situation by providing a standard method that
will enable anyone to easily calculate an exposure age or erosion rate, or compare
previously published exposure ages or erosion rates in a consistent fashion.

The goal of the methods that we describe here is to provide an internally consis-
tent result that reflects standard practices. At present, it is impossible to evaluate
whether or not that they will always yield the ‘right answer,’ that is, for exam-
ple, the correct calendar age for exposure-dating samples of all locations and ages.
There are still many systematic uncertainties in the present understanding of nu-
clide production rates and scaling factors, and the methods we have chosen to use
here may not prove to be the most accurate when more calibration data are avail-
able in future. We have chosen calculation methods, production rates, and produc-
tion rate scaling schemes that are relatively straightforward to understand and use,
are consistent with the calibration measurements that are available at present, and



are as consistent as possible with the majority of common usage in the existing
literature. The purpose of the CRONUS-Earth project in general is to improve the
accuracy of exposure-age and erosion rate calculations in two ways —first, by better
understanding the physics of cosmogenic-nuclide production; second, by collect-
ing a larger calibration data set to better evaluate the accuracy of production rate
estimates and production rate scaling schemes. In future, therefore, we will have a
better basis for choosing a reference production rate and scaling scheme, and more
guantitatively evaluating its absolute accuracy.

1.2 Importance of comprehensive data reporting in cosmogenic-nuclide studies.

One key goal of this work is to provide a common means of comparing exposure
ages or erosion rates from different studies. This goal cannot succeed unless ev-
ery investigator who publishes cosmogenic-nuclide exposure ages or erosion rates
also reports all the information needed to recalculate them from the raw observa-
tions. In most cases this means: i) the location and elevation of the sample site; ii)
the density, thickness and shielding geometry of the sample; iii) any independent
information about the erosion rate of the sampled surface; and iv) the measured
nuclide concentrations, corresponding analytical uncertainties, and the analytical
standard against which the measurements were made. In other cases (e.g., compli-
cated geometric corrections, unusual shielding histories), additional data are also
needed.

If these data do not appear in full in a paper or associated data repository, then the
exposure ages or erosion rates cannot be recalculated using a different calculation
method, cannot be meaningfully compared with other data sets that use different
calculation methods, and cannot be updated to reflect future improvements in the
accuracy of production rates or scaling factors. Authors and reviewers of papers
that use cosmogenic-nuclide measurements must do their best to ensure that all the
information needed to duplicate the calculations actually appears in the paper.

1.3 Significant compromises and cautions

Some aspects of calculating exposure ages or erosion rates involve simplifications
or parameterizations for parts of the calculation that: i) are not well understood
physically; ii) are well-understood, but difficult to calibrate by comparison to exist-
ing production rate measurements; or iii) must be simplified to make the calculation
method computationally manageable. In some cases these compromises maintain
the accuracy of the results for most applications, but reduce accuracy for certain
unusual geometric situations or exposure histories. In other cases, we do not know
the effect of these compromises on the accuracy of the results. Here we call atten-



tion to significant simplifications in our method and describe situations where they
may lead to inaccurate results.

Paleomagnetic field variatiorPhysical principles clearly indicate that changes in
the strength of the Earth’s magnetic field should cause corresponding changes in
cosmogenic-nuclide production rates at the Earth’s surface. Several methods of ac-
counting for past changes in magnetic field strength in calculating time-integrated
surface production rates have been proposed in the literature (e.g., Nishiizumi et al.,
1989; Dunai, 2001; Masarik et al., 2001; Desilets and Zreda, 2003; Pigati and
Lifton, 2004); these give varying results. However, existing production rate cali-
bration sites are poorly distributed in age to test the accuracy of these schemes.
Thus, although we agree in principle that production rate scaling schemes should
account for paleomagnetic variation, we have found that a time-invariant produc-
tion rate scaling scheme fits the existing set of calibration measurements as well
as any of the published time-varying schemes. In light of this observation, and the
fact that the effect of magnetic field variations on production rates is still the subject
of active research which will likely lead to significant future changes in published
methods, we have assumed that nuclide production rates do not vary over time. In
practice, this means that exposure ages computed with our method will be most ac-
curate relative to true calendar ages for ages greater than ca. 10,000 yr B.P., that is,
the age of most of the existing calibration sites. They may be less accurate relative
to true calendar ages for middle Holocene ages, where paleomagnetic variations
are expected to be most important. This may result in systematic uncertainties for
Holocene samples of up to several percent in excess of the quoted uncertainty of
the results of our method. Unfortunately, the existing calibration measurements are
not sufficient to evaluate the importance of this effect. Gosse and Phillips (2001),
Dunai (2001), Masarik et al. (2001), Desilets and Zreda (2003), and Pigati and
Lifton (2004) discuss this issue in more detail.

Geometric shielding of sample sit@$he geometric situation at and near a sample
site affects nuclide production at the site in two ways: first, by shielding due to
topography, which reduces the cosmic-ray flux that arrives at the sample site; sec-
ond, by differences between the geometry of the sample site itself and the infinite
flat surface usually assumed for purposes of production rate calculations, which
are expected to reduce the production rate in the sample due to secondary particle
leakage (e.g., Dunne et al., 1999; Masarik and Wieler, 2003; Lal and Chen, 2005).
This means that both the surface production rate itself and the production rate -
depth profile ought to differ from the ideal at heavily shielded, steeply dipping, or
severely concave or convex sample locations. In keeping with common practice,
we greatly simplify this part of the calculation by using only a single shielding
factor that takes account of topographic obstructions and is computed using the
typical angular distribution of cosmic radiation at the surface. We do not attempt
to account for secondary particle leakage or for shielding and geometric effects on
the depth dependence of the production rate. This means that our method will very
likely have systematic inaccuracies for samples collected on steeply dipping sur-



faces (greater than approximately 30°), in heavily shielded locations (e.g., at the
foot of cliffs or in slot canyons), or in some other odd geometric situations. Users
who seek extremely accurate results from samples in these pathological situations
should consider this issue in more detail. Dunne et al. (1999), Masarik and Wieler
(2003), and Lal and Chen (2005) discuss this in more detail.

Cross-sections for nuclide production by fast muon interactiés method of
calculating erosion rates uses muon fluxes and production rates for fast muon inter-
actions from Heisinger et al. (2002b), who rely on energy-dependent cross-sections
for fast muon reactions that have only been measured at high muon energies. As
most nuclide production by muons actually takes place at lower energies, it is dif-
ficult to evaluate the accuracy of this scheme in natural situations. It appears that
production rates predicted by this scheme overestifiateand °Be concentra-

tions measured in deep rock cores (Stone et al., 1998b, unpublished measurements
by Stone), but the reason for this mismatch is unclear. Thus, it is possible that our
method has systematic inaccuracies in the treatment of fast muon reactions, which
in turn means that there may be systematic inaccuracies in calculating erosion rates
when erosion rates are extremely high (greater than ca. 0:5/cmh).

Application to watershed-scale erosion ratbfany erosion-rate studies seek to in-

fer watershed-scale erosion rates from cosmogenic-nuclide concentrations in river
sediment (e.g., von Blanckenburg, 2006; Bierman and Nichols, 2004). The method
described here is designed for calculating surface erosion rates at a particular site
and not for calculating basin-scale erosion rates. A strictly correct calculation of the
basin-scale erosion rate requires a complete representation of the basin topography,
which is not easily submitted to a central server. If supplied with the mean latitude
and elevation of the watershed, however, the method described here will yield ap-
proximately correct results. For watersheds that do not span a large elevation range
and otherwise satisfy the assumptions of the method, these results will most likely
be within a few percent of the true spatially averaged erosion rate. In reality, this
uncertainty is likely to be small relative to the uncertainty contributed by the many
assumptions that are required to calculate a basin-scale erosion rate, in particular
assumptions related to steady state and sediment mixing. However, users who seek
very accurate basin-scale erosion rates, or are working in high-relief basins, should
consider using a more physically correct calculation method. Bierman and Steig
(1996), Brown et al. (1995), and Granger et al. (1996) describe basin-scale erosion
rate measurements in more detail.



2 Description of the exposure-age calculator

2.1 System architecture

The exposure age and erosion rate calculator uses the MATLAB Web Server. MAT-
LAB itself is a high-level programming language designed for mathematical com-
putations. It is useful for this purpose because: i) it minimizes the need for low-
level coding of numerical methods; ii) it is commonly used by geoscientists; and
iii) MATLAB code is relatively easy to understand compared with lower-level pro-
gramming languages.

The MATLAB Web Server is an extension to MATLAB that allows a web browser

to submit data to a copy of MATLAB running on a central server, and receive
the results of calculations, through standard web pages. We have chosen to use
a central server, rather than distributing a standalone application that runs on a
user’s personal computer, because: i) the web-based input and output scheme is
platform-independent; ii) the existence of only a single copy of the code minimizes
maintenance effort and ensures that out-of-date versions of the software will not
remain in circulation; and iii) the fact that all users are using the same copy of the
code at a particular time makes it easy to trace exactly what method was used to
calculate a particular set of results.

The software consists of two main components: a set of web pages that act as
the user interface to the software, and a set of MATLAB functions (‘m-files’) that
check input data, carry out calculations, and return results. Figure 1 gives an idea
of the information flow. In this paper, we describe the major features of the calcu-
lation method, that is, the key equations, constants, and reference data. Appendix 1
contains detailed descriptions of all of the MATLAB functions .

2.2 Inputs

Table 1 shows the measurements and observations needed to calculate an exposure
age or an erosion rate frotfBe or?°Al concentrations. Most are self-explanatory;
two require further discussion.

First, in order to ensure the highest degree of consistency between exposure ages
calculated using this system, one ought to define the required input data such that
only direct measurements are used as inputs, and all derived quantities are produced
internally by the calculator. We violate this rule by asking for a derived 'shielding
correction’ as input, rather than the actual measurements of the horizon geometry,
strike and dip of the sampled surface, etc. We have chosen to do this because there
is at present no standard method of recording the horizon and sample geometries,



and direct measurements are rare in the existing literature, so choosing one method
of description would make it unnecessarily hard to recalculate previously published
measurements. The difficulty is that the currently accepted method of computing
this shielding correction (which we do make available to users via a separate input
page) is physically deficient in some respects, and we expect that it will be im-
proved in future. This means that if researchers report only the shielding correction
computed with the present method, and not the actual sample and horizon geom-
etry, it will be impossible to recalculate their results with improved methods in
future. Thus, we strongly encourage researchers who publish cosmogenic-nuclide
measurements to report all their direct measurements of the sample and horizon
geometry, not just the shielding correction derived therefrom.

Second, we ask for nuclide concentrations (atems ') as input rather than iso-

tope ratios. This means that users must convert the isotope ratios provided by an
AMS laboratory into nuclide concentrations. This part of the calculation cannot be
done online because reducing isotope ratios to nuclide concentrations involves in-
formation and procedures specific to the laboratory where the chemical processing
was done, most importantly the procedure for taking account of carrier and process
blank concentrations. Thus, the user must convert isotope ratios to nuclide concen-
trations, and make appropriate blank corrections, offline. We do provide an outline
of how to do this in the online documentation.

Furthermore, there exist different measurement standard$Ber and2°Al that

are in use at various AMS laboratories. Nuclide concentrations submitted to the
calculator must be normalized to a single standard in order to be consistent with
the production rate calibrations that we use. We have chosen to use the Nishiizumi
19Be and?Al standards, which are described in Nishiizumi (2002) and Nishiizumi
(2004). These are in use as the primary standards at several AMS laboratories,
including the Center for Accelerator Mass Spectrometry at Lawrence Livermore
National Laboratory (LLNL-CAMS). The user must make sure that measurements
made at other AMS facilities are compatible with these standards. For example,
the Purdue Rare Isotope Measurement Lab (PRIME Lab) has in the past instructed
users to multiply'°Be isotope ratios reported by PRIME Lab by a factor of 1.14

to make them consistent with the Nishiizumi standards and thus with LLNL mea-
surements. Similar adjustments may be required for data from other AMS facilities.
Users who need more information about this should contact the AMS facility re-
sponsible for their measurements.

2.3 Outputs

The exposure age and erosion rate calculations return three things:

(1) Version informationNumbers identifying the version of each component of



the software that was used in the calculation. Users should keep track of these
version numbers as a record of exactly what calculation method was used.

(2) Results of the calculatioffables 2 and 3 describe these. Most are self-explanatory;
the only aspect of the results that requires further discussion is the difference
between internal and external uncertainties, which we discuss below in Sec-
tion 2.9.

(3) Diagnostic information.This information allows the user to verify that the
rootfinding algorithm used in the erosion rate calculation converges properly.
This is not relevant for most users and exists to facilitate debugging during the
present review and testing of the system.

2.4 Constants

Most of the physical constants and parameters that are used in the calculation are
either nuclide production rates, which are described in the next section, or are spe-
cific to particular parts of the calculation and are described in the function reference
in Appendix 1. Three constants occur throughout the calculations and thus we doc-
ument them here; these include the effective attenuation length for production by
neutron spallation and tH€Be and?SAl decay constants.

We take the effective attenuation length for production by neutron spallation (de-
noted A, here and in most other work) to be 160 gm~2. Gosse and Phillips
(2001) review measurements &f, in detail.

The absolute isotope ratios assigned to the NishiiZdBe and?°Al measurement
standards, to which we have normalized our calibration measurements, are depen-
dent on particular choices of the decay constants. Thus, our choice of values for
the decay constants is determined by our choice of measurement standards. These
values aret.62 x 10~7 yr~! and9.83 x 10~7 yr~! for °Be and?Al respectively
(Nishiizumi, 2002, 2004).

2.5 Production-rate scaling factors and reference production rates

Calculating cosmogenic-nuclide production rates at a particular location requires
two things: first, a scaling scheme that describes the variation of the production
rate with time, location, and elevation; and second, a reference production rate at
a particular location, usually taken to be sea level and high latitude. This reference
production rate is not measured directly, but is determined by: i) measuring either
short-term nuclide production rates in artificial targets, or nuclide concentrations in
surfaces of known exposure age, at a series of calibration sites; ii) using the scaling
scheme to scale these measured local production rates to the reference location; and
iii) averaging the resulting set of reference production rates to yield a best estimate



of the true value. Thus, given a particular set of calibration measurements normal-
ized to a particular measurement standard, each scaling scheme yields one and only
one reference production rate that can be used with that scaling scheme. The ac-
curacy of the scaling scheme and associated reference production rate can then to
some extent be evaluated by asking how well the production rates predicted for the
calibration sites match the measured local production rates, usually by computing
some sort of goodness-of-fit statistic.

Our method of calculating exposure ages uses production rate scaling factors for
latitude and elevation initially described by Lal (1991) and later modified by Stone
(2000) (henceforth, the Lal-Stone scaling scheme). We apply this scaling scheme to
a set of calibration measurements (described below) to obtain reference production
rates at sea level and high latitude as follows: for production by neutron spallation,
4.87+ 0.33 atoms g~!- yr=! and 29.8+ 1.6 atoms g~!- yr=! for °Be and*°Al
respectively, and for production by muons, 0£41.01 atoms g~*- yr—! and 0.8

+ 0.04 atoms g~!- yr!, yielding total reference production rates of 4:98.34
atoms- g~!- yr~! and 30.6+ 1.7 atoms g~ !- yr=!'. These reference production
rates fit the calibration data set with reduggdstatistics of 0.97 and 0.3 fdfBe
and?Al respectively (see Appendix 2).

Our method of calculating exposure ages (described below) includes a major sim-
plification of nuclide production by muons, in which production by muons and
spallation are taken to have the same depth dependence. This is not important in
exposure-age calculations, because sites that can be accurately exposure-dated are
by definition those where surface erosion is slow, and therefore nuclide production
by muons can be considered as equivalent to production by neutron spallation with-
out loss of accuracy. When actually measuring erosion rates, on the other hand, it
is important to take into account the fact that muons penetrate more deeply into
rock than high-energy neutrons, and therefore much of the nuclide inventory at the
surface is the result of production by muons at depth (as has been pointed out by,
for example, Stone et al. (1998b) and Granger et al. (2001)). Thus it is important to
use a description of nuclide production by muons which accurately depicts the pro-
duction rate - depth profile. For erosion rate calculations, therefore, we replace the
part of the Lal-Stone scaling scheme which deals with production by muons with
the method of Heisinger et al. (2002b,a), which directly specifies production rates
by muons as a function of site elevation and depth below the surface. For produc-
tion by neutron spallation, we continue to use the Lal scaling factors, but we must
apply the muon production rates calculated by Heisinger's method to the calibra-
tion data set to obtain compatible reference production rates for neutron spallation.
Thus, we use slightly different reference production rates from neutron spallation
in the erosion rate calculation. These are 4488.36 atoms g—!- yr~! (reduced

x? = 1.0) and 29.54 1.9 atoms g~ !- yr~! (reducedy? = 0.4) for 1°Be and*°Al
respectively.



2.6 Production rate calibration data set

In calculating the reference production rates discussed above, we used a set of
calibration measurements that is similar to that used by Stone (2000). This includes
published measurements from Nishiizumi et al. (1989), Gosse and Klein (1996),
Gosse et al. (1995), Stone et al. (1998a), Larsen (1996), Nishiizumi et al. (1996),
Kubik et al. (1998), and Farber et al. (2005), as well as additional unpublished
information provided by J. Gosse. This calibration data set is Appendix 2. In this
work, we have done our best to incorporate recent improvements in the radiocarbon
time scale (Reimer et al. (2004)) into relevant limiting radiocarbon ages for some
of the calibration sites. Also, we have used a different averaging procedure than
Stone (2000). In that work, each sample was equally weighted; here, as the number
of samples in each calibration study differs widely, we have computed an error-
weighted mean from all the samples at each calibration site, and then weighted
each site equally in computing a summary average. These two points account for
the small difference between the reference production rates derived here (e.g., 4.98
atoms- g~!- yr~! for °Be) and in Stone (2000) (5.1 atomg~!- yr—!). Figures

2 and 3 show the calibration data set and the reference production rates derived
therefrom. For the uncertainty in the reference production rates we take the standard
deviation of the mean values from all the calibration sites.

2.7 Production rate correction factors

We take the surface production rate of nuclidatoms- g—!- yr—1) at a sample site
to be:

Pi = Pi,refSi,geoSTSthick (l)

whereP, . is the reference production rate as described abovesands the ge-
ographic scaling factor computed using either the Lal-Stone scaling scheme (for
exposure-age calculations) or the Lal-Stone scaling scheme for production by spal-
lation and the Heisinger description of production by muons (for erosion rate cal-
culations), as described above. The thickness correction fagtgris only used in

the exposure age calculation. It is based on nuclide production decreasing exponen-
tially with depth with a single attenuation length,,. In the erosion rate calcula-
tions, sample thickness is accounted for in the integration of Equation 3 below. The
correction factor for topographic shieldirt} is based on the assumption that the
distribution of the cosmic-ray flux with zenith angles proportional ta(cos 0)2'3.
Formulae for all of these correction factors appear in Appendix 1.
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2.8 Exposure ages and erosion rates

The exposure age calculation uses the equation relating exposure age, erosion rate,
and nuclide concentration from Lal (1991):

P €
N.=—""*" |[1= _ L 2

whereN; is the measured concentration of nuclid@toms- g='), P, is the total
production rate of nuclidein the sample (atomsy~!- yr=1), e is the independently
determined surface erosion rate- @n—2- yr—'), andt.,, is the exposure age (yr).
This equation can be directly solved to yield,.

The erosion rate calculation is based on the equation:

Ni= [ [Pplet) + Puyslet) + Py () e at (3)

wheree is the erosion rate (here in-gcm2- yr=!'), and P, ;,(z), P, ,.s(z), and

P, ,_(z) are the production rates of nuclidelue to spallation, fast muon interac-
tions, and negative muon capture, averaged over the sample thickness, as functions
of depth. We take the depth dependence of production due to spallation to be expo-
nential with attenuation length,,, and use the depth dependence of production by
muons from Heisinger et al. (2002b,a). This equation cannot be solved directly for
the erosion rate, so we use a numerical rootfinding algorithm.

Most erosion rates calculated frofBe and?°Al measurements in the existing
literature were calculated using the simple formulation of Lal (1991), that is, the
limit of Equation 2 as.,, goes to infinity:

Ny= 4

This assumes that the depth dependence of the production rate is that of neutron
spallation only, and disregards the fact that production by muons is attenuated less
rapidly. As pointed out by Stone et al. (1998b) and Granger et al. (2001), given
that the other assumptions of the method are satisfied, erosion rates calculated us-
ing Equation 4 underestimate the true erosion rate by at least a few percent in all
cases, and by several tens of percent for low-elevation sites. Thus, the erosion rates
calculated using the present method (Equation 3) will be systematically higher than
many erosion rate measurements in the existing literature. Figure 4 gives an idea of
the significance of this difference.
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2.9 Error propagation

The challenge in providing a realistic uncertainty for calculated exposure ages and
erosion rates is that there are few data available to establish the accuracy of many
parts of the calculation. For example, we expect that the Lal-Stone scaling scheme
is more accurate for certain locations and elevations than others, but no one has at-
tempted to quantitatively estimate this. This means that the reported uncertainty in
some parameters, for example, the reference nuclide production rates, also includes
an unknown amount of uncertainty in some other parts of the calculation, for exam-
ple, the geographic scaling scheme. Our goal here is to use a relatively straightfor-
ward method of error propagation that takes into account those uncertainties which
we know about, while avoiding speculation about those uncertainties that we do not
know very much about.

In the exposure-age calculation, we take account of uncertainty in the reference
production rate (derived from the scatter in the calibration measurements as de-
scribed above) and uncertainty in the measured nuclide concentrations (derived
from the AMS measurement itself as well as the laboratory blank uncertainty). For
the erosion-rate calculation, we add uncertainty in the nuclide production rate by
muons (derived from the cross-section measurements in Heisinger et al. (2002b,a)).
As the analytical standards to which our calibration measurements are normalized
are associated with specific values of thBe and?°Al decay constants, we do not
take account of uncertainty in the decay constants.

We report two separate uncertainties for each calculation. First, the ‘internal un-
certainty’ takes only measurement uncertainty in the nuclide concentration into
account. This is useful in situations where one wishes to compare exposure ages
or erosion rates derived frofAl and '°’Be measurements on samples from a
single study area. For example, one common such situation arises when asking
whether exposure ages of adjacent boulders on a single moraine agree or disagree.
One should use the internal uncertainty to answer this question. Second, the ‘exter-
nal uncertainty’ also accounts for uncertainties in the nuclide production rate. One
should use the external uncertainty when comparing exposure ages from widely
separated locations, or for comparing exposure ages to ages generated by other
techniques, for example, radiocarbon dating, varve counting, or ice-core stratigra-

phy.

We actually calculate the uncertainties by assuming that the uncertainties in the
input parameters are normal and independent, and that the result is linear with re-
spect to all of the uncertain parameters, and adding in quadrature in the usual fash-
ion (e.g., Bevington and Robinson, 1992). This method has several disadvantages,
the major one being that it does not capture the fact that the actual uncertainties in
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our results are not symmetrical around the central value. The fact that we cannot
incorporate non-ideal probability distributions for the input parameters is a sec-
ondary disadvantage, although it is mitigated by the fact that there is little evidence
to suggest whether or not the uncertainty in these input parameters is in fact asym-
metric or otherwise unusual. In principle we could avoid both of these difficulties
by using a Monte Carlo method of error propagation. We have chosen not to do
so here for three reasons: First, at present there are relatively few input parameters
with known uncertainties. Second, we are not aware at present of any complicated
uncertainty distributions for the input parameters that require special treatment. Fi-
nally, keeping this issue in perspective relative to actual geological applications of
cosmogenic-nuclide measurements, we are not aware of any studies where the dif-
ference between asymmetrical and symmetrical uncertainties would at all affect the
conclusions of the study.

3 Likely areas of future improvement.

Most of the significant inconsistencies and simplifications that we have called at-
tention to are the subject of active research, primarily as part of the CRONUS-Earth
project, and will presumably be the focus of future improvements. The following
parts of our method are likely to be significantly improved in future:

Scaling schemes that take account of paleomagnetic vari&®reral such scaling
methods exist in the literature at present; the difficulty in applying them is the fact
that the spatial and temporal distribution of the existing geological calibration data
set is poorly suited to testing them. Additional geological calibration measurements
will very likely improve this situation in future.

Topographic and geometric shielding effedise topographic and geometric shield-

ing corrections in our method are highly simplified. While adequate for sites with
simple geometries, they limit users’ ability to study processes that take place at
severely shielded locations or within oddly shaped landforms. Physical models of
particle transport, geological calibration measurements at severely shielded sites,
and a better effort to incorporate the angular and energy distribution of incoming
cosmic-ray particles, will all provide better means of carrying out this part of the
calculation.

Treatment of fast muon¥he key uncertainty in the treatment of fast muon inter-
actions is the energy dependence of the reaction cross-sections. Our understanding
of this uncertainty will likely be much improved in future by new measurements of
nuclide concentrations in subsurface samples.

Uncertainties.The main difficulty in assigning uncertainties to exposure ages and
erosion rates is that the spatial and temporal distribution of the uncertainty in the
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geographic scaling factors is unknown. Again, present and future efforts to better
understand the physical basis of production rate scaling schemes, as well as a larger
calibration data set, will result in a more realistic understanding of the accuracy of
exposure dating relative to other dating methods.
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Table 1

Input data needed to calculaté’Be or26Al exposure age or erosion rate

Field Units Comments

Sample name Text

Latitude Decimal degrees  South latitudes are negative.
Longitude Decimal degrees  West longitudes are negative.

Elevation (atmospheric m (hPa)
pressure)

Sample thickness cm
Sample density gecm =3
Shielding correction nondimensional,

between 0 and 1

Erosion rate cmyr —1

Nuclide concentrations atomg) ~!

Uncertainties in nuclide atoms- g ~*
concentrations

Sample elevation can be specified as either
meters above sea level or as mean atmo-
spheric pressure at the site. If elevation is
given, one must also select an atmosphere
approximation to use for calculating the at-
mospheric pressure. Two are available: the
ICAO standard atmosphere and one designed
for Antarctica (see Stone (2000) for discus-
sion).

Ratio of the production rate at the obstructed
site to the production rate at a site at the same
location and elevation, but with a flat surface

and a clear horizon.

The erosion rate of the sample surface in-
ferred from independent evidence, to be taken
into account when computing the exposure
age. Only required for exposure-age calcula-
tions.

10Be and 26Al concentrations in quartz in
the sample. Should be normalized to the
Nishiizumi 26 Al and '°Be standards. Should
account for laboratory process and carrier
blanks.

1-standard error analytical uncertainties in
the measured nuclide concentrations. Should
account for all sources of analytical error, in-
cluding AMS measurement uncertainty, Al or
Be concentration measurement uncertainty,
and blank uncertainty.
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Table 2
Results of an exposure age calculation

Field Units Comments

Exposure age yr

Internal uncertainty yr Takes analytical uncertainties into account
only.

External uncertainty yr Takes production rate and decay constant un-

certainties into account as well.

Thickness scaling factor nondimensional Ratio of production rate in the sample to pro-
duction rate at the surface.

Shielding correction nondimensional Re-reports the submitted value.
Geographic scaling factor ~ nondimensional According to Stone (2000).

Local production rate due atoms- g~!'-yr—!  Thickness-averaged. Includes shielding cor-
to spallation rection.

Local production rate due atoms- g~!'-yr~!  Thickness-averaged. Includes shielding cor-
to muons rection.

Total local production rate  atomg~'-yr—!  Thickness-averaged. Includes shielding cor-
rection.
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Table 3

Results of an erosion rate calculation

Field Units Comments

Erosion rate gem 2. yr!

Erosion rate m Myr—!

Internal uncertainty mMyr—! Takes analytical uncertainties into account
only.

External uncertainty mMyr—1! Takes production rate and decay constant un-

Local production rate due atoms.- g~!-yr—!

to spallation

Local production rate due atoms- g—!-yr—!

to fast muon interactions

Local production rate due atoms- g~ - yr—!

to negative muon capture

Total local production rate

atomg ! yr—!

certainties into account as well.

Thickness-averaged. Includes shielding cor-
rection.
Thickness-averaged.

Thickness-averaged.

Sum of the above three components.
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Receives output

. Submits input data HTML form from
Client web to MATLAB web MATLAB web
browser

server server
X k» Recieves input data Places results in _/A
Wrapper script from MATLAB web HTML output form;
al_be_erosion_one.m server; checks input sends to MATLAB
- B data web server
. \»Calculates scaling Passes data to _j
Main calculator ) factors and site  rootfinding algorithm for Returns results
get_al be_erosion.m production rates  erosion rate calculation
\* Finds erosion rate ‘J
L ) by zeroing objective
Root-finding algorithm function

i1t

Ob/ect/ve function Predicts nuclide concentration for given erosion

al_be_E_forward.m rate; returns misfit to measured concentration
Subsid/‘ary functions Compute geographic scaling factors, thickness corrections, depth dependence of production rates, other standalone computations

Fig. 1. Flow of information between HTML input and output forms, the MATLAB web
server, and MATLAB functions that carry out calculations. This example shows the HTML
and MATLAB code involved in an erosion rate calculation; exposure age calculations are
similar.

20



>—

-
-
1l

Reference Be-10 production rate (atoms/g/yr)
) >
e SRS T

0 1000 2000 3000 4000

Elevation (m)

Fig. 2. Referencé’Be production rates at sea level and high latitude inferred from ge-
ological calibration sites, using the scaling scheme of Stone (2000). Symbols are as fol-
lows: filled circles, Sierra Nevada (Nishiizumi et al., 1989); open circlg¥els land-

slide, Austria (Kubik et al., 1998); filled diamonds, Titcomb Basin, Wyoming (Gosse
et al., 1995; Gosse and Klein, 1996, Gosse, unpublished data); open diamonds, Scotland
(Stone et al., 1998a); filled downward-pointing triangles, New Jersey (Larsen, 1996); open
downward-pointing triangles, Lake Bonneville, Utah (Gosse and Klein, 1996); filled up-
ward-pointing triangles, Breque, Peru (Farber et al., 2005); open squares, water-target ex-
periments (Nishiizumi et al., 1996). Error bars show Uincertainties. The dashed line and
grey band show the summary reference production rate andricertainty of#.98 + 0.34

atoms- g~!- yr=! inferred from the data.
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Fig. 3. Referencé®Al production rates at sea level and high latitude inferred from geolog-
ical calibration sites, using the scaling scheme of Stone (2000). The symbols are the same
as in Figure 2.
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production by muonsef,; Equation 3) and those that do net,( Equation 4). The two
different x-axis scales are related by a material density of 2.65g 3.
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